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codeC={000, 010, 101, 111}

n ... blocklength
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Important Parameters

rate, error probability, 
encoding complexity,
decoding complexity, 
blocklength
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Polar Codes: Summary

Erdal Arikan, ISIT 2007

very general phenomenon

information theoretic view why
codes work

first “low complexity” scheme which provably
achieves the capacity for a fairly wide array of

channels

codes not only good for channel coding;
work equally well for source coding and more

complicated scenarios

many possible variations on the theme
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Equivalent “Random” Channel

Define In=I(WB1, B2, ..., Bn)

Set B1, B2, ... to be i.i.d. {+, -} valued, 
uniformly distributed random variables

Study the distribution of  In
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In ∈ [0, 1]; so In is bounded

I0=I(W) is a constant

Conditional on B1, B2, ..., Bn, and with
P= WB1, B2, ..., Bn, In+1 can only take on the
two values I(P+) and I(P-)

Further, E[In+1 | B1, B2, ..., Bn]=(I(P+)+ I(P-))/2=I(P), so {In} 
is a (bounded) martingale
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a bounded martingale converges almost surely

Pr{|In+1-In|≤ε}→1; but |In+1-In|=(I(P+)- I(P-))/2

from extremes of information combining we know
that (I(P+)-I(P-))/2 ≤ε implies that I(P)∉(δ, 1-δ)

Properties of In

we conclude that I∞ takes values only in {0, 1}

(I(P+)- I(P-))/2

I(P)
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Summary

+ many applications

+ completely new paradigm of coding

+ provably achieves capacity

+ low complexity

- currently only competitive for VERY large N
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